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Uniform Asymptotic Expansions of the Jacobi 
Polynomials aiid an Associated Function 

By David Elliott 

Abstract. Asymptotic expansions have been obtained using two theorems due to Olver 
for the Jacobi polynomials and an associated function. These expansions are uniformly 
valid for complex arguments over certain regions, for large values of the order. 

1. Introduction. In order to make realistic estimates of the truncation errors in 
Gauss-Jacobi quadrature rules (see Donaldson and Elliott [1]), we have needed 
asymptotic estimates for large n and z (E [-1, 1] of the Jacobi polynomial pa 1,(z) 
and an associated function which we have denoted by ll' ,O(z), and which is de- 
fined by 

(1.1) II:'' ?(z) n(1 -t)N1 + t) P ' (t) dt, for z EiE [-1, 1]. 
z- t 

The function II,(ai?(z) is analytic in the complex plane cut along [-1, 1] and is closely 
related to the Jacobi function of the second kind, Q(c',O(z) as defined by Szego [7]. 
In terms of the hypergeometric function we have, 

I(2n (z) = 2n +a+1+lr(n + a + 1)P(n + 3+? 1) 
(1.2) r(2n + a + + 2)(z - 1) 

2FI n + 1, n + a + 1; 2n + a + ,B + 2; 

The problem of finding such asymptotic estimates for large n and z, not in the 
neighborhood of [-1, 1], has already received some attention in the literature. 
Erd6lyi [2, pp. 77-78] quotes results given by Watson for the hypergeometric function, 
which will give the first term in the asymptotic expansions of P,(c .#)(z) and n (z). 

Szego [7, Theorem 8.21.7] also gives the first term for P(a?)(z) and, in Eq. (8.71.19) 
of [7], gives the form of the first term of the asymptotic expansion of llIa.O)(z). 

In this paper, we have made use of two of the theorems developed by Olver [5], 
[6] to obtain formal asymptotic expansions of both P,Oc'(z) and H,17 ',"(z) for large n. 
In Section 2, we shall obtain these expansions in terms of elementary functions which 
are valid in the complex z-plane cut along [-1, 1], with a neighborhood of the in- 
terval [-1, 1] being deleted. In Section 3, we shall derive expansions in terms of modi- 
fied Bessel functions which again are valid in the cut plane, but also in the neigh- 
borhood of the point z = 1; in fact, the expansions are valid in the complex plane 
cut along [-1, 1] but with only a neighborhood of the point z -1 being deleted. 

Received March 30, 1970, revised August 24, 1970. 
AMS 1970 subject classifications. Primary 33A65, 33A30, 30A84, 41A60. 
Key words and phrases. Uniform asymptotic expansions, Jacobi polynomials, hypergeometric 

function, complex plane, Olver's theorems, modified Bessel functions. 

Copyright ? 1971, American Mathematical Society 

309 



310 DAVID ELLIOTT 

The results of this section are believed to be new. Finally, in Section 4, we shall 
give explicit relations between the coefficients which arise in the asymptotic expansions 
of Sections 2 and 3. 

In this paper, we shall obtain only the formal asymptotic expansions. It is pro- 
posed to consider in a later paper the error bounds when the asymptotic expan- 
sions are truncated. 

2. Asymptotic Expansions when z is not in the Neighborhood of [-1, 1]. The 
starting point of all the subsequent analysis is the observation that the functions 

(a z (z) and (z - l)-a(z + l)- Il ?, "(z), where -ir < arg (z - 1), arg (z + 1) <7r, 
are linearly independent solutions of the differential equation 

Z2 d26 dO 
(2.1) (z2 )-+ [(a + + 2)z + (a ) - n(n +a + + 1)0 = 0. 

We first reduce this equation to "normal form" by writing 

(2.2) 0(Z) - (z - l)-(a+l)/2(Z + )-(P+1)/2U(z), 

which gives 

(2.3) d2 + 2 2 2 +2 
(2.3) 

dz2 (Z 1) 
+ 

4(z - 1)2 
+ 

4(z -1) + 1 

The quantity k is defined by 

(2.4) k=n + (a + + l)/2. 

We are interested in the asymptotic expansions of the solutions of this equation for 
large values of k. Following Olver [5], we make a simultaneous transformation of 
both the dependent and independent variables. If we define 

(2.5) z cosh 2D, 

and 

(2.6) u = (sinh 2r)'/2w(o), 

Eq. (2.3) becomes 

(2.7) d = {4k2 + f()}w, 

where the function f(?) is defined by 

(2.8) AO = ~~2a2 2132 
2 

(2.8) f(? = cosh 2 - 1 cosh 2D + 1 (sinh 20 

We can now apply Olver's Theorem A (see [5]) to this equation. We note that Eq. 
(2.5) maps the z-plane cut along [-1, 1] into the domain D in the c-plane defined by 

(2.9) D f Re v > 0, -w/2 < Im r < r/2. 

If we delete the neighborhoods of the points v = 0, -idir/2, we have immediately 
from Olver's Theorem A, that in the domain D Eq. (2.7) possesses two linearly in- 
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dependent solutions wi({) and w2(,), say, which for large k are represented asymp- 
totically by 

(2.10) wJG(O e2 E Is 1), 
0~ (2k) 

and 

(2 . 1 ) w2(g;)r' e-0 (2k)8 

The coefficients a8(v) are defined recursively by 

ao (O =-- , 

(2.12) 
a8+,(, 

) 
-= a'()- A f f(t)a (t) dt, 

for s = 0, 1, 2, - * *, where the constant of integration has been chosen so that a8+1( X 

= 0 for s = 0, 1, 2, * . . . It now remains to relate the functions w,(?) and w2(P) to our 
original functions P( a.(z) and II (a, "(z). This is a straightforward process done by 
comparing these four functions, assuming k to be fixed, for large lzl, or large 1j1. 
We find, after some algebraic computation, that the required asymptotic expansions 
are given by 

Pr(2n + a + + 1) (2.13) n 
2[2n+(a+#+l)/21r(n + 1)r(n + a + 3 + 1) 

(z + (z2 _ 1)1/2)k __ a,_ 

(z - 1)(l+l)/4(z ? 1)(2#+1)/4 (2k)8 

and 

2[2ln+3(a+#+l)/2lr(n + a + i)r(n + 3 + 1) 

(2.14) n r(2n + a + f + 2) (2.14) 

(Z - 1)2a-1)/4(z + 1)(20 1)/4 0(-_a.() 

[z + (z2 _ 1)1/2]k (2k)8 

3. Asymptotic Expansions Valid Near z = 1. We again start with Eq. (2.3). If 
we introduce the same independent variable as before (see Eq. (2.5)), but define a new 
dependent variable by 

(3.1) u = (sinh 2I) 

Eq. (2.3) becomes, 

(3.2) d2W tdW + 4k?2 + 
a 

F2 + F(N)W 

The function F(r) is defined by 

(3.3) F(Q) = (a2 _ 1)[j2 - + 3[sin 2 2D (2O] 
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Equation (3.2) is now in a form suitable for the application of Olver's Theorem D 
(see [6]). The asymptotic expansions will again be valid in the domain D (see Eq. 
(2.9)) but only with the neighborhoods of the points ?jlr/2 deleted. We note that 
F(?) is an even and regular function of ? such that F(r) '-.' 0((I-2) as 11-* co, r E D. 
By Olver's Theorem D, for a > 0, Eq. (3.2) possesses two linearly independent solu- 
tions Wj(q) and W2(?), say, which have asymptotic expansions 

(3.4) W1() Ia(2k) E a(2 () + Ia+1(2k ) E (a+1 
=0 (2k)28 8-0 (2k)21 

and 

(3.5) W2(0 K. (2k O E ('29 )O- K+ 1(2kO E) (2)s+ 
a8-0 (2k)8 (2k)0 

In these equations, Iax(z) and K<|(z) denote the modified Bessel functions of order 
a (see for example, [3D. Tthe functions A (O) B8(?) are defined recursively by 

4(r)= 1, 

(3.6) 2BJ(O) - A(O) + 
f {F(t)Aa(t)- 2+ 1 (t) dt, 

2cx + 1It+ .1 
2A.+&( > = -B. ()-B'( ) + F(t)B.(t) dt + k,+19 

for s = 0, 1, 2, * * The constants k,+1 are chosen so that 

(3.7) A.+,(0) = 0 for s = 0, 1, 2, 

It is wortlh noting that A.(r), B.(r) are even and odd functions of t respectively. 
It now remains to identify the functions W1(?) and W2(?) with P,"a.?)(z) and 

II (a ?(z). This is done by taking k fixed, and considering the behavior of these func- 
tions in the limit as z -> 1 or 0 0, r E D. Since 

(3.8) W1(N) r(ka+ l +1[l + O(?2)]t 

and 

(3.9) P (Z) r(n + I)r(a + 1) 1 + O(Z - 1)], 

we find that 

2(a+P+1)/2r(n + a + 1) 
(3.10) kar(n + l)(z - l)(2a+1)/4(z + l)(2?+l)/4 

~~1/2 'A,() + 1/2 B8(~) 
X {?Ia2It( E (2k )2) I+ r a+1(2k )2a+1 

a 
2k)2 (2k 2k 

-0 (2k) 

This is the required asymptotic expansion for Pn( '"(z), a > 0. 
Finally, we must compare the functions II (" ' ?(z) and W2(?). This is algebraically 

the most tedious of all the identifications so far considered. Suppose a > 0 and 
not an integer; we note the following results. First, in the neighborhood of z = 1, 
we obtain from Eq. (1.2) that 
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(Z 0- )(z + I 1Y[fla"'(z) = i-rr(n + a + 1) 
(31 I) r(n + 1(a + l) sin (ira) 

X 4f1 _ 2Q(V)r(r + a)r(n + 1)r(n + l + 1) sin (iraz){1 x 
7r(n + a + l)r(n + a + ,B+ 1)(z - 0)a 

P+OZ- 

Next, near r = 0, since A,(?) = jr2A."(0) + 0(?4) and B.(r) = rB.(0) + O(ta), we 
have 

(3.12) W2 2 s { s(a, K) - k I+a[I + 
2sin (ira) arui - a) r(1 + a) ~( (2] 

where the function s(a, k) is defined by the asymptotic expansion 
co 

B.'(0) (3.13) s(a, k) q 1 -2k81' 

On companrng Eqs. (3.11) and (3.12), we find the required asymptotic expansion for 
Il a)(z) given by 

2(a3 ++3)/2 r(n + a + 12) 
(z 

)'4(Z + 1)(2-l1)/4 

(3.14) ~~~k,r(n + 1) 

X p1/2K (2kO , A,) __ 1/2 KB+1(2k 
B ) 

1-0 (2k)2& 2ka+2(2k4 

In addition, our comparison gives the curious result 

k 2a r(n + 1)r(n + iS + 1) I B1 (0) 
(3.15) r(n +a + )r(n+a+f3+ 1) k Al - (2k 

Equation (3.14) has been obtained under the assumption that a > 0 and not an 
integer. The cases, when ce 0 and a is a positive integer, must be treated separately 
since the functions then have different behavior near z = 1 or r = 0 from that given 
in Eqs. (3.11) and (3.12). However, it can be shown that the asymptotic expansion 
given by Eq. (3.14) is in fact valid for all a ? 0. The asymptotic expansion given by 
Eqs. (3.10) and (3.14) are believed to be new. They are uniformly valid for all z in 
the z-plane cut along the real axis from - o to +1 with the neighborhood of the 
point z = -1 being deleted. 

It may be noted that we can obtain similar expansions for P,?,"'f)(z) and Il,( 'O)(z) 
which are valid in the neighborhood of the point z = -1 but not in the neighborhood 
of z = 1. These may be readily obtained from the above analysis by observing that 

Pn( 
o 

(-z) = (- 1) nPn (',)(Z 

and 

lInj 1(_Z) = (_1)nl (Z). 

4. Relations Between the Coefficients a., A, and B,. In this section, we shall 
consider the purely algebraic relationships which exist between the coefficients a.(r), as 
defined by Eqs. (2.12), and the coefficients A.(r), B,(t), as defined by Eqs. (3.6). 
The Eqs. (2.12) are of a rather simpler form than Eqs. (3.6), thus, we shall assume 
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that we know the coefficients a,(r) and shall show how the coefficients A.(r), B.(r) 
may be obtained recursively from them. Our starting point is the observation that 
for r bounded away from r = 0, the asymptotic expansions of II.( )(z), as given by 
Eqs. (2.14) and (3.14), must be the same. (We could compare the expansions for 
P: P>(z), but the same results would be obtained.) 

Now, for ? bounded away from zero, we have that 12k I is large when k is large. 
Since Iarg tJ < ir/2, we have (see for example Erd6lyi et al. [3, p. 86D that 

1/2 (a 
(4.1) r 2K,(2k() '2 (Z + (z2 - 1)12yi =,m) 2-k112 vs-0~ (4 )km 

Here, (a, m) denotes the "Hankel symbol" which is defined by 

(4.2) (a, m) r(L + a+m) for m = 0, 1, 2,* 

On substituting this asymptotic expansion for r112K.(2kr) and r`12Ka*+(2kr) in Eq. 
(3.14) and comparing with Eq. (2.14), we find that 

kel+/2r[k + (- a + 1)/2]r[k - (a + 13-1)/2] E (-1)'a.() 

((k + I4)r(k + 1) ,_= 2'k' 

_ (a, m _ __ A _ (X (a + 1, m) c( B() 
= (4v)`nkm 2 sk, ,S (4r*km *-o 2 k 0#} 

__0____ A() m-0 4~) 

We shall equate the coefficients of powers of I/k on each side of this equation. 
First, we need a suitable expression for the ratio of the gamma functions appearing 
on the left-hand side of this equation. From a result given by Tricomi and Erd6lyi 
[8] for the ratio of two gamma functions of large argument, we find 

ka+1/2p[k + (1 - a + 1)/2]r[k - (a + 3 1)/2] c 
(4.4) r[k + ][k + 1] E , for large k 

where the coefficients c, are defined by 

Cl Pr(a +1+ 1)/2 + jrIXa-_O)/2 + I - A 
(4.5) j-O j! (I - i)! lr[(a + 13 + 1)/2]r[(a - 1)/2] 

* Bl (1-a-0)/21 (0)B11+ (O- a) /21,* 

for I = 0, 1, 2, * . . In this equation, B5?l(x) denotes the generalised Bernoulli poly- 
nomial which is defined by 

(4.6) e- 1)B T 1 (x), tjI < 2wr. 

For properties of this polynomial, the reader is referred to Milne-Thomson [4]. 
On substituting the expansion (4.4) into Eq. (4.3), and equating powers of I/k on 
each side of this equation, we find 

21+1 (- Waf(t) 
2i -- C21+1-, 

(4.7) 
E [ta, 21 - 2j + 1)Af(t) - 2rBj((a + 1, 21 - 2j)] 

A21 f + 1.2 ~-2f +1l 
i-Il4 
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forl= 0,1,2, ** ;and 

2S (1 )a,(o C 

(4.8) i-O 2 2 

[4PAj(c)(a, 21 - 2j) - 2B,1((a + 1, 21 - 2j + 1)] 
i -~~~~ 4~21-i +1TI-2j +1 

for - 0, 1, 2, *.., where B_1()=- 0. These two equations define recursively the 
coefficients A SQ), Bj(r) in terms of af(t). Starting with Ao(P) = 1, Eq. (4.7) with 
I = 0 gives Bo(?)- With I - 1, Eq. (4.8) gives Aj(?) whence, from Eq. (4.7) with I- 1, 
we obtain B1(f), etc. 
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